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WORD EMBEDDING IN TEACHING RESEARCH WRITING

Abstract
In research writing as a scientific basis in education, some mistakes related to choosing appropriate term
or definition take place. This research discusses the solving such problem by using word embedding in the
Research Writing discipline. This is a word representation form, where one word has a vector and its coordinates.
The words with close meaning have similar direction, showing lexical compatibility. To calculate lexical
relations, the cosine of the angle between two words’ vectors are considered. Value of highly compatible word
combinations is equal to 1. On the other hand, lexically incompatible words should approximately have value -1.
To test the system the text of the Constitution of the Republic of Kazakhstan was used. Particularly, words which are
not related to meaning of article of the Constitution were inserted, and the system had to identify that inserted words. The
system for some words showed high accuracy, however some words showed low accuracy. It is suggested that such factor
was because even inserted words were not related in meaning, they could be lexically compatible with their neigh bors.
This research is carried out within the framework of the Ministry of Education and Science of Republic of Kazakhstan
grant project “Developing and implementing the innovative competency-based model of multilingual IT specialist in the

course of national education system modernization”.

Keywords: lexical compatibility of words; neural network; Skip-gram model; vector of word.

Introduction. The process of writing
research papers plays a great role in education,
forming scientific basis for a speciality.
However, sometimes in research writing,
there are mistakes in choosing appropriate
term or definition. Such problem can be
solved by checking the terms for being
suitable in a definite context. One of the
methods is word embedding, which is a form
of word representation. While processing,
word embedding convert words into vectors.
Each one of the vectors has own coordinates,
which helps to identify it. So, words with
close meanings should be in about the same
direction. In addition, when word embedding
determines the coordinates of a word vector,
the lexical combination with another word
is considered. This helps to choose the most
appropriate term regarding meaning and
context. It is necessary to highlight that it can

be taught in Research Writing discipline and
improve the scientific works of the students

Literature review. Word embedding can
be used in many different areas. For example,
Bondareva and Lagerev used word embedding
to get people’s opinions [1, PP.10-15].
Furthermore, Wohlgenannt and others used
such process to determine the interaction of
the characters, i.e. the social network, in the
books [10, PP.18-25]. Mikolov suggested to
use word embedding in machine translation,
saying that learned structure of word
relationships in one language often correlates
with another language [7]. Further research
of Kusner and others implies implementing
such method in identifying not just similarity
between words, but also documents [4].

Analysing the last research and experiments,
it can be made a block diagram of the word
embedding process, which is shown in Figure 1.
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Figure 1. Block diagram of the project

As shown in Figure 1, the system begins
with the uploading the research papers, so system
has a dictionary of word vectors. If the vectors
of two words are known, it gives opportunity
to calculate the lexical combination of those
words.

Materials and methods. There are several
models that turn a word into a vector. For
example: Skip-gram, continuous bag of words,
GloVe. In this research, the Skip-gram model
was used for determining and converting
the vector of a word by the help of a neural
network [5]. The Skip-gram model determines
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the probability of occurrence of a given word
within the context of neighbouring words. To
determine the vector of a word in such network,
it is needed to go through following steps:
[2;3;6]

1) To determine the word of the vector,
extract the sentences in which it occurs from
the corpus. Then repetitive words from those
sentences should be removed. The rest of
the words forms the input layer of the neural
network. The structure of the neural network is
shown in Figure 2.

Ouatpoat layer

Nl

Fag

T

W

o= Fedimm

Figure 2. The structure of SKkip-gram’s neural network
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Here:

x — are the neurons of the input layer.

W — weights between neurons.

h — neurons of the latent layer.

y — neurons of the output layer.

V — number of different words.

C is the number of neighbours of the word,
the vector of which is needed to determine
(window size).

One neuron corresponds to each word in the
input layer.

2) All neurons except the neuron of the word
selected for the search receive a value of 0. The
neuron of the word selected for the search is
equal to 1.

3) In a neural network, all weights are
assigned between 0 and 1. The weights can be
different in the input and latent layers, latent
and output layers.

4) Enter the values of all neurons in the input
layer and multiply it by the weights in the latent
layer.

h=x" W (1)

5) The values of the neurons in the output

layer are determined by the following formula:

u=h W' (2)

W — the weight between the latent layer and
the output layer.

6) The values of the neurons of the output
layer are converted to the probabilities with
the softmax function. The following formula is
used for this:

Here:

we,j — the j-word in the c-context in the
output layer.

wo,c — the c-word in the output layer.

wi — the word of the vector to be defined in
the input layer.

yc,j — the occurrence probability of the
j-word’s neighbour in the c-context.

Inaneural network, the number of neighbours
of the word, the vector of which is needed to
determine, defines the number of the context.
Each context corresponds to one neighbour.

7) For each neuron in the output layer, the
prediction error is calculated:

If the j-word in the c-context is a neighbour
of the c-context, tc,j is equal to 1. It is 0 in rest
cases.

8) All errors in the words of the output layer
are added:

ELj = > ec; (5)

c=1

Here:

C — number of the context.

9) All weights in the neural network are
updated with the following formula:

Ow_(1,j) 0N (mew)=Cw_(i,) 17 ((old))-a
JEIC () hi (6)

Here:

o — learning rate.

wi,j(new) — new weight.

wi,j(old) — old weight.

hi—the value of the neuron of the latent layer.

10) Repeat steps 4-9 until the neural network
error is low.

In this research, the cosine of the angle
between the vectors of the two words was
calculated to determine the lexical combination
of the two words. The closer the meanings of
the two words are [8;9], or the larger the lexical
combinations, the larger the value of the cosine.
The cosine of the angle between the two vectors
is calculated by the following formula:

cosll[J(a)=[1 (a1l b l+a 2 b 2+.+a n
b n)/(V(a 12 ) O+all 272 [...+all n™2 )
V(b 172 +bl] 222 [1...4+bl] n”2)) (7)
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Here:
n — the size of the vector.
In this research, n was equal to 100.

Discussion and results. For checking the
lexical combinations of words, the Constitution
of the Republic of Kazakhstan was chosen as
a text with stable word combinations. When
writing a new word between the words of
subparagraph 1 of Article 90, the system had

to find that new word. To find a new word, the
cosines between the vectors of the words were
calculated. There were words to the right and
left of the new word. If the cosines of the words
entered to the left or right of the new word were
smaller than the cosines of the other words, the
system was considered to have found the new
word entered. Table shows the accuracy of the
system.

Table 1

System accuracy

Word

Accuracy

Green

57.14%

Cow

100%

Wolf

100%

Pen

71.43%

Computer

57.14%

Astronaut

28.57%

Automobile

14.29%

Airplane

71.43%

Iron

71.43%

Aluminum

85.71%

To calculate the accuracy of the system, a
new word was placed between the different
words in subparagraph 1 of Article 90. As
shown in Table 1, the system returned with
different accuracy. Only the words cow and
wolf showed 100% accuracy. Because these
words are not lexical combinations with
the words of subparagraph 1 of Article 90
(for example: Republican cow, official cow).
However, for some words, the accuracy of the
system was low. This is because those words
can be lexically combined with the word on
the right or left, even if their meaning does not
correspond to subparagraph 1 of Article 90. For
example, the word airplane can be lexically
combined with the word former, the word
astronaut with the official.

Conclusion. As mentioned above, word
embedding has its drawbacks. For example, to
determine the lexical combinations of words,
all the words of the Constitution must be in the
dictionary. However, the lexical combinations
of the words of these vectors can be influenced
by the words before and after them. Therefore,
phrase embedding should be used to increase
the accuracy of the system.

Such method can help to raise the quality of
research writing in any field and it can be taught
as a separate discipline for improving scientific
basis of the specialists. However, this process
takes a lot of time to upload as many as possible
texts in the corpus for further dictionary forming.
This research needs more time and experiments
in the future.
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3eprTey sKyMbICTapbIH ka3yaarsl word embedding

J.A.Asaz6ae6’, A.Mypamxpizot’, P.3.JKymanuesa’
'Cynetimen Jlemupen Ynusepcumemi (Kackeney, Kazaxcman)

Anoamna

bimim Oepyneri FBUIBIMH HETI3 pETiHAE CaHANATBIH 3EPTTEy JKYMBICTapblH jkKasyja THICTI TEpMHH HeMmece
aHBIKTaMaHbl TaHJAyMEH OalIaHbICThI KEHOIp KarenikTep opbiH anaabl. by 3eprreyne word embedding Konmany
ApKBUTBI MYHJall MOCEJIeH] MIeNly jKOHe FBUIBIMH MaKaslanap/sl XKa3y IOHIH OKBbITKaHIa NalijanaHy OOJaTbIHIBIFbI
Typainsl aiTeutanel. Word embedding — ce3 kepiHiciHiH dopmackl, MyHa 0ip Ce3/1iH BEKTOPHI )KOHE OHBIH KOOp-
nuHarTapel Oosanel. JKakblH MarblHAchl Oap ce3nep yKcac OarbiTKa Me 0Ooyia Typa JICKCHKAJbIK TipKecysepii
kepcereni. JIekcHKaIbIK KaThIHACTAPIB! €CENTey YIIH €Ki CO3IIH BEKTOpIaphl apachIHAAFEl OYPHIMITHIH KOCHHYCHI
KapacTeIpsutazpl. Tipkecynepi Ker ce3 TipkecTepiHiH MaHI 1-re TeH. AJl JISKCHKaJIBIK JKaFbIHAH COMKeC KeJIMEHTIH
ce3/iep maMaMeH -1 MoHi 00JTybI Kepek.

Kytieni texcepy ymin Kazakcran Pecryomukacsl KOHCTHTYIHMACBIHBIH MOTIHI MaljaaHBUIIBL. ATal alTKaH/a,
KoHcTuTynms 6a0BIHBIH MaFbIHACHIHA KATHICHI )KOK CO3/ICp SHT131IIII, XKYle OYIT co3aep i aHbIKTaybl Kepek efi. bipa3s
ce3/Iep/li aHbIKTaFaH/Ia JKYHe KOFapbl AQJIIKTI KOpceTTi, OipaK Keibip ce3aepii TOMEH NAIIIKIIEH TanThl. MyHaan
(axTOp, CHTI3UITeH CO3Iep MAaFbIHACKH )KaFbIHAH OalTaHBICTHI O0TMAaca /1a, oJlap KepIIiIepiMeH JIEKCUKAIIBIK TipKecyi
0O0JTYBI MYMKiH OOITFaHIBIKTAH KOPCETIIII.
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byn 3eprrey Kazakcran PecnyOnmkacs! biniM xoHe FBUTBIM MUHUCTPIITIHIH «OTaHABIK OL1iM Oepyzl MojepHH-
3anusuiay skaraaibiaaa kentinai [T MamMaHbIHBIH KY3bIPETTI MHHOBAIMSIIBIK MOJICIIH 93ipJiey KoHE CHTi3y» aTThl
I'PAHTTHIK JK00ACHI AsICBIH/A XKY3€Te achIPhIIIBL.

Tyuin co30ep: co3AEpiH JIEKCUKAJIBIK TipKecyliepi, HeHpoHABIK ke, Skip-gram Mozesi, ce3/1iH BEKTOPEI.

Word embedding B HanucaHUM HAYYHBIX padoT

J.A.Asz6ae6', A.Mypamxkpizot', P.3.JKymanuesa’
'Cyneuman [Hemupenv Yuusepcumem (Kacxenen, Kazaxcman)

Annomayus

[Tpn HanucaHUM HAay4HBIX PA0OT, YTO SIBJISETCS HAYYHBIM (DYHIAMEHTOM B O0Opa30BaHMH, BOSHUKAIOT OMIMOKH,
CBSI3aHHBIE C BBIOOPOM MOIXOASAIIECTO TEPMUHA WIIN OTIpeAeIeHNs. B 3ToM nccneioBannn o0CysKaaeTcs pelieHue JJaH-
HOM TipobeMsI ¢ momortpio word embedding — ¢popma npeacTaBIeHUs CIIOBa, TIE CIOBO HMEET BEKTOP M KOOPIIHA-
ThI. JlaHHBII METOZ MOXKET OBITH HCIIOJIB30BAH MIPH MPENOAaBaHNH JUCIUIUINHBI HAIINCAHMs HaydHbIX cTarei. CiioBa
¢ OJIM3KHMM 3HAYCHHEM MMEIOT CXO/IHOE HalpaBJIeHHUE, TOKA3bIBast JIEKCHYECKYI0 COBMECTUMOCTS. J[i1st pacdera jiekcH-
YEeCKUX OTHOIIECHUI yUUTHIBAETCA KOCHHYC yIJIa MY BEKTOPaMHU ABYX CJIOB. 3HAUYCHHE BBICOKOCOBMECTUMBIX CIIO-
BOCOYETAHUM PpaBHO 1. HpI/I OTOM JICKCHYCCKH HCCOBMECCTUMBIC CJIOBA JJOJI’KHBI HpI/I6J'II/I3I/ITeJ'[I)HO HMETh 3HaueHue -1.

JL1s mpoBepKH CUCTEMBI HCTIONb30Bajics TekeT Korcrutyrnn Pecyonuku Kazaxcran. B wactHOCTH, OBLTH BCTaB-
JICHBI CJIOBA, KOTOPBIE HE MMEIOT OTHOWIEHNUS K CMBICTY CTaThbi KOHCTHUTYINH, 1 CHCTEMa HOJDKHA OblIa HACHTH(H-
LIMPOBATh JJaHHBIE CJI0Ba. J{JIs1 HEKOTOPHIX CJIOB CHCTEMa IT0Ka3aja BBICOKYIO TOYHOCTb, C APYTUMH — HU3KYIO. Takoi
(hakTOp OOBSICHSIETCS TEM, YTO JIa’Ke €CJIM BCTABJICHHBIEC CJIOBA HE MMEIOT 3HAUCHHMS TI0 CMBICITY, OHU MOTYT OBITh
JIEKCUYECKU COBMECTUMBIMU C COCETHUMHU CIIOBaMH.

JlanHOE HMCCclenoBaHUE MPOBOAUTCS B paMKax I'PaHTOBOTO MpoekTa MuHHcTepcTBa o0pa3oBaHMA U Hayku Pe-
cinyonmuku Kazaxcran «Pa3paboTka ¥ BHEApEHHE MHHOBAIIMOHHOW KOMIETEHTHOCTHON Momeny monussbraHoro IT-
CTEIMAIIICTA B YCIOBHUAX MOAEPHU3AINN OTEUECTBEHHOTO 00pa30BaHUM.

Kniouegvie cnosa: nexcnieckasi COBMECTUMOCTD CJIOB, HEHPOHHAsI CeTh, MOJEb SKip-gram, BEKTOp CJIOBA.

Tlocmynuna 6 pedaxyuio 18.06.2020
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CTYIEHYECKHWHA IU®POBOM HUP-CLUB

AnHomayus

CoBpeMeHHbIE YCIIOBUS yIAIEHHOTO 00IIeH s 1 00y4eHHs TOBJIEKIIN 3a COO0H pacripocTpaHeHHe HU(PPOBBIX TEX-
HOJIOTH, KOT/Ia TIearoryd akTHBHO BOBJICUSHBI B ITPOIIECC MTOUCKA HOBBIX 3HAHUI 1 0CBOCHUS A(P(PEKTHBHBIX HHCTPY-
MeHTOB IHdpoBm3annu. OTBedas COBPEMEHHBIM BBI30BaM, aBTOPHI TpemararoT co3narh Ha 6aze KasHITY mvmenn
AbGas «Crynenueckuit nudpposoit HUP-cluby, nenbio KOToporo sBiIsieTCsl CTUMYJIMPOBAHHE HAYYHO-HUCCIIEA0BATEIb-
CKOI M y4eOHO-IT03HABATENILHOM JEATEIBHOCTH CTYACHTOB, KYJIBTUBUPOBAHNE YHTY3Ha3Ma CTYJIEHTOB, (hOpMHUpOBa-
HHE KPUTHYECKOTO MBIIICHUS U JINAEPCKNX KadeCTB, HABBIKOB TBOPUECKON aKTUBHOCTH, paOOTHI B KOMAHIIC.

B ocHoBy npoekra «Crynenueckuii nudposoit HUP-cluby» 3anokeHa qucTaHiMoHHas Hay4YHAs JESITEIBHOCTD U
ANIEMEHTHI TeiMU(UKALINK, KOTOPbIEC TTO3BOJISAT MPUBUTH 00YYalOIIMMCSI HHTEPEC K HAYYHO-MCCIIEI0BATEIbCKON pa-
6ote. HoBru3Ha mpoekTa B TOM, YTO BIIEPBHIE HA KAYECTBCHHO HOBOM YPOBHE MPEIIPHHUMACTCS MOIBITKA MOAEP-
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